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Abstract: Extended X-ray absorption fine structure (EXAFS) spectroscopy and
molecular dynamics (MD) simulations are two complementary techniques widely
used to study the atomic structure ofmaterials. Their combined use, known as the
MD-EXAFS approach, allows one to access the structural information, encoded in
EXAFS, far beyond the nearest coordination shells and to validate the accuracy
of the interaction potential models. In this study we demonstrate the use of the
MD-EXAFSmethod for a validation of several force-fieldmodels on an example of
the cubic-perovskite SrTiO

3
and hexagonal wurtzite-type ZnO crystals.

Keywords: X-ray Absorption Spectroscopy, EXAFS, Molecular Dynamics, SrTiO3,
ZnO.

1 Introduction
Classical molecular dynamics (MD) is a modeling tool, which is based on the
force-fields and classical Newton’s equations of motions for atoms [1–3]. It allows
one to examine atomic structure and dynamics of materials at atomic level and
nanoscale on time scales up to nanoseconds and more [4]. Moreover, large-scale
MD simulations, involving millions of atoms, become feasible nowadays [5, 6].

In multiscale materials modelling the MD method bridges the gap between
first-principles simulations andmesoscopicmethods, such as coarse-grainedMD,
kinetic Monte Carlo and dissipative particle dynamics simulations [4, 6]. The clas-
sical MD method relies on a description of interactions between atoms using em-
pirical force-field models, parameterized using various analytical forms [7–9].
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The choice of the force-field model is determined by the bond type, the desired
accuracy, transferability and the computational resources. The accuracy of the
force-field model is often a bottleneck of the MD simulation and should be vali-
dated by comparing their output with experimental results. Conventionally this
is done by a comparison with structural, thermodynamic or vibrational spectro-
scopic data [2]. However, the restricted amount of available information often pre-
vents reliable selectionof the force-fieldmodel andalso its transferability to nano-
sized systems.

In this study we discuss the use of the extended X-ray absorption fine struc-
ture (EXAFS) for the validation of the classical force-field models. EXAFS spec-
tra contain information on the local atomic structure in terms of pair and high-
order atomic distribution functions and are sensitive to both static and thermal
disorder [10–12]. They can be relatively easily measured (also at extreme temper-
ature or pressure conditions) for crystalline, nanocrystalline and disordered ma-
terials aswell asmolecules [13–17]. The time-scale of the photoabsorption process
(∼10−15–10−16 s) is significantly shorter than the characteristic time (∼10−13 s) of
thermal vibrations. Therefore, the atoms may be considered as frozen at their in-
stantaneous positions during a single photoabsorption process, and the total ex-
perimentally measured EXAFS spectrum corresponds to the configurational aver-
age of all atomic positions over the time of the experiment. This situation can be
straightforwardly modeled combining the MD simulation with the EXAFS calcu-
lations, known as the MD-EXAFS approach [18].

The MD simulations have been widely used in the past for the interpretation
of EXAFS fromdisordered [19–25], nanocrystalline [26–30] and crystalline [26, 31–
36]materials. Recently, we have proposed that the agreement between the experi-
mental and simulated configuration-averaged EXAFS spectra can be used to vali-
date the accuracy of the force-fieldmodels [31, 37, 38]. In this studywewill demon-
strate this approach for the cubic-perovskite SrTiO

3
and hexagonal wurtzite-type

ZnO crystals.

2 MD-EXAFS method
Thegeneral schemeof theMD-EXAFSmethod is shown inFigure 1. First, the struc-
tural model of the system should be constructed, taking into account its period-
icity, the presence of defects as well as size and shape in the case of nanocrys-
tals and clusters. Second, the suitable force-field potential model should be se-
lected, and its parameters should be provided. Next, the MD simulation at the re-
quired temperature and pressure is used to generate a set of instantaneous atomic
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Figure 1: Scheme of the MD-EXAFS approach. See text for details.

configurations (‘snapshots’ of the material structure), and a set of EXAFS signals
is calculated for each of the atomic configurations within the ab initio multiple-
scattering approach [12, 39]. Finally, the configuration-averaged EXAFS spectrum
is calculated and directly compared with the experimental EXAFS. Note that in
such approach both thermal and static disorder effects are naturally accounted
within theoretical EXAFSwithout aneed touseanyanalytical oversimplifiedmod-
els as, for example, harmonic approximation [10].

In this study we consider only the case of classical MD thus neglecting the
effect of zero-point vibrations, which become progressively important in the low-
temperature limit 𝑇 → 0K [40]. The inclusion of quantum effects can be real-
ized using the path integral implementation of MD (PIMD) [41–43] or Monte Carlo
(PIMC) [44] schemes.
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Figure 2: Left panel: fragment of the cubic-perovskite SrTiO
3
crystal structure. Right panel:

local environment around Ti
0
atom in SrTiO

3
– the atoms located in the first (O

1
), third (Ti

3
) and

fourth (O
4
) coordination shells are shown.

Figure 3: Fragment of the wurtzite-ZnO
crystal structure. Scheme of the MD-EXAFS
calculations. Two scattering paths, the
single-scattering Zn

0
󴀘󴀯 Zn (𝑅 = 6.14 Å)

and triple-scattering Zn
0
󴀘󴀯 Zn 󴀗󴀰 Zn

(𝑅 = 6.50 Å), are indicated.

2.1 Classical molecular dynamics simulations

Classical MD simulations of cubic SrTiO
3
(Figure 2) and wurtzite ZnO (Figure 3)

were performed in the canonical (NVT) ensemble with periodic boundary condi-
tions using the GULP4.0 code [7, 8]. The simulation box was a relaxed supercell
with the size equal to 5𝑎

0
× 5𝑎
0
× 5𝑎
0
for SrTiO

3
(space group𝑃𝑚3̄𝑚,𝑍 = 1 [45])

and 5𝑎×5𝑎×3𝑐 forZnO (space group𝑃6
3
𝑚𝑐,𝑍 = 2 [46]). The supercells included

625 atoms for SrTiO
3
and 300 atoms for ZnO.

The Newton’s equations of motion were integrated with the Verlet leapfrog
algorithm [47], with a time step of 0.5 fs. The Nosé-Hoover thermostat [48] was
used to keep the average temperature around𝑇 = 300 K during simulations, cor-
responding to that of theX-ray absorption experiments [36, 37, 49]. After equilibra-
tion during 20 ps, a set of 4000 static atomic configurations was collected during
each simulation run with a duration of 20 ps.
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Table 1: Buckingham potential parameters (cutoff 15 Å) for SrTiO
3
used in the MD calculations. 𝜀

is the sum of the squares of the difference of calculated and experimental EXAFS signals in
𝑘-space, shown in Figure 4. The ion charges, used in the Coulomb part of the potential, are also
given.

Pair of atoms 𝐴 (eV) 𝜌 (Å) 𝐶 (eV Å6) 𝜀

Wohlwend–Phillpot–Sinnott (WPS) model [51] 0.236

Sr
1.331+–O1.331− 139621.961934 0.1963 2.33222

Ti
2.662+–O1.331− 18476.946631 0.1963 0.0

O
1.331−–O1.331− 21943.289277 0.2226 4.14616

McCoy–Grimes–Lee (MGL) model [52] 0.176

Sr
2+–O2− 682.172 0.39450 0.0

Ti
4+–O2− 2179.122 0.30384 8.986

O
2−–O2− 9547.960 0.21916 32.0

Crawford–Jacobs (CJ) model [53] 0.120

Sr
2+–O2− 1805.2 0.3250 0.0

Ti
4+–O2− 854.0 0.3770 9.0

O
2−–O2− 22764.3 0.1490 20.37

Sr
2+–Sr2+ 9949.1 0.2446 0.0

Sr
2+–Ti4+ 12708.1 0.2191 0.00

Ti
4+–Ti4+ 16963.1 0.1847 0.00

Thomas–Marks–Begg (TMB) model [54] 0.132

Sr
1.84+–O1.40− 1769.51 0.319894 0.0

Ti
2.36+–O1.40− 14567.40 0.197584 0.0

O
1.40−–O1.40− 6249.17 0.231472 0.0

The two-body, central force, interatomic interactions were described by the
force-field models widely used for ionic materials – the Buckingham, Born–
Mayer, Morse and Coulomb potentials [8, 50]. Four different parametrization
schemes available in the literature were selected for SrTiO

3
: the Wohlwend–

Phillpot–Sinnott (WPS) model [51], the McCoy–Grimes–Lee (MGL) model [52], the
Crawford–Jacobs (CJ)model [53], and the Thomas–Marks–Begg (TMB)model [54].
Threeparametrization schemeswere chosen forZnO: theKulkarnimodel [55], the
Zaoui model [56], and theWangmodel [57]. The force-field parameters for SrTiO

3

and ZnO are summarized in Tables 1 and 2, respectively.

2.2 Multiple-scattering EXAFS calculations

Theoretical Ti and Zn K-edge EXAFS spectra 𝜒(𝑘) (𝑘 is the wavenumber) for each
atomic configuration, obtained from the MD simulations of SrTiO

3
and ZnO, re-

spectively, were calculated using ab initio real-space multiple-scattering FEFF8
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Figure 4: The Ti K-edge EXAFS 𝜒(𝑘)𝑘2 spectra and their Fourier transforms (modulus and
imaginary parts) for cubic-perovskite SrTiO

3
at 𝑇 = 300 K. Open circles – experiment from [49],

solid lines – configuration-averaged EXAFS spectra calculated using four force-field models:
(a) WPS [51], (b) MGL [52], (c) CJ [53], (d) TMB [54].

Table 2: Potential parameters (cutoff 12 Å) for wurtzite-ZnO used in the MD calculations. 𝜀 is the
sum of the squares of the difference of calculated and experimental EXAFS signals in 𝑘-space,
shown in Figure 5. The ion charges, used in the Coulomb part of the potential, are also given.

Kulkarni model [55] 𝜀 = 0.061

Buckingham potential 𝐴 (eV) 𝜌 (Å) 𝐶 (eV Å6)
Zn

2+–O2− 529.7 0.3581 0.0

O
2−–O2− 9547.96 0.21916 32.0

Zaoui model [56] 𝜀 = 0.085

Buckingham potential 𝐴 (eV) 𝜌 (Å) 𝐶 (eV Å6)
Zn

2+–O2− 700.3 0.338 0.0

O
2−–O2− 22764.0 0.149 27.88

Wang model [57] 𝜀 = 0.066

Born–Mayer potential 𝐴 (eV) 𝜌 (Å)
Zn

1.14+–O1.14− 257600 0.1396

Zn
1.14+–Zn1.14+ 78.91 0.5177

Morse potential 𝐷
𝑒
(eV) 𝑎 (Å−1) 𝑟

0
(Å)

O
1.14−–O1.14− 0.1567 1.164 3.405
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Figure 5: The Zn K-edge EXAFS 𝜒(𝑘)𝑘2 spectra and their Fourier transforms (modulus and
imaginary parts) for wurtzite-ZnO at 𝑇 = 300 K. Open circles – experiment from [37], solid lines
– configuration-averaged EXAFS spectra calculated using three force-field models:
Kulkarni [55], Zaoui [56] and Wang [57]. The modulus of FTs for the double-scattering (DS) and
triple-scattering (TS) contributions are also shown for the Kulkarni model.

code [12, 39]. The calculation of the scattering potential and partial phase shifts
was performed within the muffin-tin (MT) approximation (15% overlap of the
nearest MT-spheres [39]) only once for the cluster with the radius of 8 Å, centered
at the absorbing metal atom (Ti or Zn) and constructed from the average atomic
configuration,which corresponds to the crystallographic structure of the required
material [45, 46]. Thus small variations of the cluster potential due to thermal vi-
brations were neglected.

The multiple-scattering contributions were accounted up to the 7th order to
guarantee the convergence of the total EXAFS in the 𝑘-space range of interest.
The photoelectron inelastic losses were accounted within the one-plasmon ap-
proximation employing the complex exchange-correlation Hedin–Lundqvist po-
tential [58]. The value of the amplitude reduction factor 𝑆2

0
was set to 0.67 for

SrTiO
3
(as in [49]) and to 1.0 for ZnO (as in [36, 37]).

Finally, the configuration-averaged EXAFS spectra were obtained by averag-
ing over all EXAFS signals evaluated for each atomic configuration independently
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and were compared with the experimental Ti and Zn K-edge EXAFS spectra of
SrTiO

3
(Figure 4) andZnO (Figure 5). To quantify the agreement between the ex-

perimental and configuration-averaged EXAFS spectra, the sum of the squares of
their differences (𝜀) was evaluated in 𝑘-space and is reported in Tables 1 and 2.
Note that the Fourier transforms (FTs) in Figures 4 and 5 were not corrected for
the backscattering phase shift of atoms, therefore the positions of all peaks are
displaced to smaller distances relative to their crystallographic values.

3 Results and discussion

3.1 SrTiO3

The four classical force-field models (WPS [51], MGL [52], CJ [53], and TMB [54]),
used here for SrTiO

3
, were developed for different purposes, however they all are

based on the Buckingham-type potential.
The WPS model [51] was employed in the simulation of the deposition of

SrTiO
3
stoichiometric clusters on single-crystal SrTiO

3
(001) substrate. The set of

potential parameters in [51] was adopted from [59] and is able to reproduce exper-
imental lattice constant and elastic properties of bulk SrTiO

3
with the difference

of about 0.5% and 28%, respectively. Note that the ion charges are reduced in the
WPS model from their formal values to account for bonds covalency.

The MGL model [52] was used to study phase stability and interfacial struc-
tures in the SrO–SrTiO

3
system. In spite of the ion charges were set at their for-

mal values, the MGL model reproduces well the bulk lattice constant but fails for
the 𝐶

12
elastic constant (about 80% difference).

The intrinsic defect properties of SrTiO
3
at room temperature were studied

using the CJ model in [53]. In this model the interaction between cations is ad-
ditionally taken into account, while employing formal ion charges. The differ-
ence between calculated by the CJ model and experimental values of lattice con-
stant and elastic properties for bulk SrTiO

3
are close to that provided by the MGL

model [52].
The TMB model [54] was developed for simulating radiation damage in com-

plex Sr
1−3x/2LaxTiO3 system. In this case, the ion charges were determined using

Mulliken partitioning of ab initio electron density that allowed the authors to re-
duce thenumber of freeparameters in themodel. Itwas also concluded in [54] that
cation–cation Buckingham terms have small effect and, thus, can be excluded.
Note that the values of theMulliken charges are quite close to those of the reduced
charges in the WPS model (Table 1).
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The configuration-averagedTiK-edge EXAFS spectra𝜒(𝑘)𝑘2 and their FTs for
the four models are compared with the experimental data at 300 K in Figure 4.
The theoretical model includes the contributions from the nearest six coordina-
tion shells (O

1
, Sr
2
, Ti
3
, O
4
, Ti
5
and O

6
) around the absorbing titanium atom

(Ti
0
) (Figure 2). The first peak in FT at 1.5 Å is due to sixO

1
atoms forming regular

octahedron around Ti
0
; the second double-peak at 3.5 Å contains contributions

from three coordination shells (Sr
2
, Ti
3
, O
4
); finally, the last two shells (Ti

5
and

O
6
) give origin to the third peak at 5.3 Å. The cubic symmetry of SrTiO

3
is respon-

sible for the presence of linear atomic chains (–Ti–O–Ti–) along the three crys-
tallographic axis (Figure 2), giving rise to strong multiple-scattering effects [60],
which influence mainly the second peak in FT. At the same time, a rotation of the
TiO
6
octahedra, caused by thermal disorder, destroys dynamically these linear

chains by displacingO
1
atoms in the orthogonal direction and also broadens sig-

nificantly the distribution of O
4
atoms. Both these effects influence mainly the

magnitude of the peak at 3.6 Å.
A comparison of the calculated and experimental FTs allows one tomake sev-

eral conclusions. First, all four MD simulations reproduce quite well the first peak
at 1.5 Å: the WPS, MGL and TMB models overestimate slightly the rigidity of the
Ti–O bonds that results in larger magnitude of the peak, whereas the CJ model is
mostly in agreement. The difference between four models becomes clearly visible
by looking at peaks corresponding to outer coordination shells: theWPS andMGL
models significantly underestimate disorder effects, so that the magnitude of the
FT peaks beyond 2.5Å in the simulations is larger than that in the experiment. The
agreement becomes better for the CJ model, however, here the peak at 3 Å, due to
mainly Sr

2
atoms, has still larger magnitude in the simulation. Finally, the TMB

model seems to provide the best agreement, in spite of some remaining problem
with the magnitude of the peak at 3.6 Å. A comparison of the EXAFS spectra for
the fourmodels in 𝑘-space (see parameter 𝜀 in Table 1) indicates that the results of
the simulations based on the CJ and TMB models are closest to the experimental
data. Taking into account that the number of free force-field parameters is small-
est in the TMBmodel, it can be considered as the best current parametrization for
cubic SrTiO

3
.

3.2 ZnO

Zinc oxide is a key technological material exhibiting semiconducting, piezoelec-
tric and pyroelectric properties [61, 62], which are related to its noncentrosymmet-
ric polar wurtzite-type structure (Figure 3), being stable at ambient conditions.
The possibility to produce ZnO with different nanostructured morphologies and
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at low cost makes it among the most studied materials [63, 64]. To predict and
explain the properties of ZnO nanostructures large scale MD simulations are of-
ten required, whose accuracy depends on the reliability of the force-field models.
Three popular models [55–57] widely used in the literature are given in Table 2
and will be compared below.

The first two models (Kulkarni [55] and Zaoui [56]) are based on the Buck-
ingham pair potential and formal ion charges. The Kulkarni model [55] was de-
veloped with the goal to perform atomistic modeling of ZnO nanostructures and
was employed in the simulation of mechanical properties of ZnO nanowires and
nanorods [65, 66]. The Zaoui model [56] was used to describe pressure-induced
softening of shear modes in wurtzite ZnO.

One of the most recent force-field models for ZnO was developed by Wang
et al. [57] with the aim to accurately simulate pressure-induced phase transitions.
It incorporates Born–Mayer and Morse potentials and was optimized based on
the results of ab initio calculations [57]. The model shows rather good results
for a number of ZnO physical properties including the lattice parameters, elas-
tic constants, bulk modulus, structural stabilities, lattice dynamics, and surface
energies [57].

The configuration-averaged Zn K-edge EXAFS spectra 𝜒(𝑘)𝑘2 and their FTs
for the three models are compared with the experimental data at 300 K in Fig-
ure 5. Good agreement observed in 𝑘-space is supported by small difference in
the values of 𝜀 parameter, reported in Table 2. However, a comparison in 𝑅-space
provides more details on the accuracy of the MD simulations. All three force-field
models [55–57] are able to reproduce ratherwell thebehavior of thenearest groups
of atoms around the absorbing zinc, which are composed of 4 oxygen atoms in the
first coordination shell, 12 zinc atoms at 3.21–3.25 Å, a group of 10 oxygen atoms
at about 3.8 Å and 6 zinc atoms at 4.6 Å. These groups of atoms are responsible
for the origin of the first three peaks in FT at 1.6 Å, 2.9 Å and 4.1 Å.

The agreement between the calculated and experimental data at longer dis-
tances is worse. In particular, there is a small peak at about 4.5–4.8 Å in FTs of
the simulated spectra, which is absent in the experimental data. Even larger dif-
ference is observed at about 6 Å: here a huge peak is visible in both Kulkarni and
Zaoui models, whereas it becomes much smaller but still larger than in the ex-
periment in the Wang model. The magnitude of these two contributions depends
strongly on the interference effects between single-scattering (SS) and multiple-
scattering (MS) signals as well as on their thermal damping [36]. Detailed analy-
sis [36] shows that the large peak at 6 Å appears due to the interference between
the SS signal Zn

0
󴀘󴀯 Zn (𝑅 = 6.14 Å) along the 𝑐-axis direction and the MS con-

tribution fromZn
0
󴀘󴀯 Zn 󴀗󴀰 Zn (𝑅 = 6.50 Å) atomic chains along the 𝑎- or 𝑏-axis

direction (Figure 3). The Kulkarni and Zaoui force-field models underestimate the
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thermal disorder effect on the MS signal, whereas the Wang model gives better
result, which, however, can be still improved.

4 Conclusions
Direct sensitivity of EXAFS to pair andmany-atom correlation functionswithin the
range of several nearest coordination shells makes its combination with molecu-
lar dynamics simulations, known as the MD-EXAFS method, a natural way for
validation of classical force-field models, in addition to conventional structural,
thermodynamic or vibrational parameters.

In this study we have demonstrated the use of the MD-EXAFS method for
two crystalline materials – cubic-perovskite SrTiO

3
and hexagonal wurtzite-type

ZnO, for which a number of force-field models has been developed in the past
for different purposes using simple parametrization schemes based on pair in-
teractions [51, 53–57]. The comparison of the simulated configuration-averaged
EXAFS signals with the experimental ones in both 𝑘- and 𝑅-spaces has allowed
us to conclude on the accuracy of the force-field models. It is shown that while
all considered models reproduce well the average crystallographic structure of
the materials, they differ significantly in a description of thermal disorder effects
mainly in the outer coordination shells.

Acknowledgement: This work was supported by the Latvian Science Council
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